
Kernel Distributionally Robust Optimization 
Generalized Duality Theorem and Stochastic Approximation


Jia-Jie Zhu*, Wittawat Jitkrittum*, 
Moritz Diehl**, Bernhard Schölkopf*


           


The 24th International Conference on Artificial Intelligence and Statistics (AISTATS)

April 13 - 15, 2021

*Empirical Inference Department

Max Planck Institute for Intelligent Systems


Tübingen, Germany

**Department of Microsystems Engineering

Department of Mathematics, University of Freiburg 

Freiburg, Germany

Code: https://github.com/jj-zhu/kdro

https://github.com/jj-zhu/kdro


Combine the strengths of ERM and RO: 
distributionally robust optimization (DRO)

• Robustifies against a set of probability measures  (ambiguity set), e.g., 


•  can be a metric-ball centered at , e.g., using Wasserstein metric 
[Esfahani&Kuhn’18, Zhao&Guan’18, Gao&Kleywegt’16, …], sets in RKHSs [this paper].

• Relevance to machine learning: one can quantify the empirical mean 

convergence rate , e.g., [Tolstikhin et al.’17].

• Active research area. Also related to data-driven RO.
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Perturbed data

Clean data

Kernel DRO solution

Example. Neural network classification
Theorem (Generalized variational duality). DRO (P) is 
equivalent to solving  
              , 

 is the support function, e.g., .
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Geometric intuition

Smooth is robust: Kernel DRO

Smoothness of  ⬌ Distributional robustness (⬌ Size of )

Intuition: flatten the curve, smooth is robust
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Example. Uncertain least squares
minimize l(θ, ξ) := ∥A(ξ) ⋅ θ − b∥2

2
Given historical samples ξ1, ξ2, …, ξN

(a) Robust least squares loss (b) Geometric interpretation

Figure 3: (a) This plot depicts the test loss of algorithms. All error bars are in standard error. We
ran 10 independent trials. In each trial, we solved K-DRO to obtain ✓ ⇤ and tested it on a test dataset
of 500 samples. We then vary the perturbation � from 0 to 4. (b) (red) is the dual optimal solution
f⇤

0 + f⇤. (black) is the function l(✓⇤, ·). The pink bars depict a worst-case distribution while the blue
bars the empirical distribution. We can observe that f⇤

0 + f⇤ touches loss l(✓⇤, ·) at the support of the
worst-case distribution P ⇤ (pink dots). Note f⇤ (normalized) can be viewed as a witness function of
the two distributions.

4 Numerical studies227

This section demonstrates the theoretical insights of K-DRO in action. It is not a benchmark of228

state-of-art performances. See the appendix for more results. The code will be available online229

4.1 Distributionally robust solution to uncertain least squares230

We first consider a robust least squares problem adapted from [17], which demonstrated an im-231

portant application of RO to statistical learning historically. (See also [9, Ch. 6.4].) The task232

is to minimize the objective kA✓ � bk22 w.r.t. ✓. A is modeled by A(⇠) = A0 + ⇠A1, where233

⇠ 2 X is uncertain, X = [�1, 1], and A0, A1 2 R10⇥10, b 2 R10 are given. We compare234

K-DRO against using (a) empirical risk minimization (ERM; also known as sample average ap-235

proximation) that minimizes 1
N

PN
i=1 kA(⇠i) ✓ � bk22, (b) worst-case RO via SDP from [17]. We236

consider a data-driven setting with given samples {⇠i}Ni=1. We formulate the K-DRO problem as237

min✓ maxP2P,µ2C E⇠⇠P kA(⇠) ✓� bk22 subject to
R
�dP = µ, where we choose the uncertainty238

set to be C = {µ : kµ� µP̂ kH  ✏}, where µP̂ =
PN

i=1
1
N �(⇠i).239

Empirical samples {⇠i}Ni=1(N = 10) are generated uniformly from [�0.5, 0.5]. We then apply K-240

DRO formulation (10). To test the solution, we create a distribution shift by generating test samples241

from [�0.5 · (1+�), 0.5 · (1+�)], where � is a perturbation varying within [0, 4]. Figure 3a shows242

this comparison. As the perturbation increases, ERM quickly lost robustness. On the other hand, RO243

is the most robust with the trade-off of being conservative. As expected, K-DRO achieves some level244

of optimality while retaining robustness. We then ran K-DRO with fewer empirical samples (N = 5)245

to show the geometric interpretations. We plot the optimal dual solution f⇤

0 + f⇤ in Figure 3b.246

Recall it is an over-estimator of the loss l(✓, ·). We solve (7) to obtain a worst-case distribution P ⇤.247

Comparing P ⇤ with P̂ , we can observe the adversarial behavior of the worst-case distribution. See248

the caption for more description.249

4.2 Distributionally robust classification250

We now show how kernel-DRO can be applied to train a classification model g✓ : x 7! y. We consider251

a two-dimensional (x 2 R2), two-class classification problem (y 2 {�1, 1}). Samples from class 1252

(red) are drawn from p(x|y = 1) = N ((5, 0)>, I), while that from class -1 (blue) are generated from253

N
�
(3, 1)>, diag(1/2, 2)

�
. The class prior probability is uniform i.e., p(y = �1) = p(y = 1) = 1/2.254

The training samples are shown in Figure 4a. The model is trained by solving K-DRO (10), where255

⇠i := [xi, yi], with the hinge loss l(✓, ⇠) := max(0, 1� g✓(x)y). We use a product kernel of the form256

k((x, y), (x0, y0)) = kX(x, x0)kY (y, y0), where both kX , kY are Gaussian kernels. For simplicity,257

we use a linear classifier g✓(x) := sign(m>x+ c) where ✓ := (m, c).258

7

(test distribution)

(P) min
θ

sup
P,μ {𝔼Pl(θ, ξ) : ∫ ϕ dP = μ, μ ∈ 𝒞}



Conclusions
• Distributional shift is inevitable for machine 

learning and AI. 


• DRO is a principled tool for decision-making 
under distribution-shift based on RO.


• We have established a generalized duality 
theorem for solving DRO with general 
ambiguity sets and IPM, with weak 
assumptions on the loss.


• Maximizing w.r.t. a distribution → finding a 
smooth function


• Takeaway


• Use universal RKHSs as dual spaces for 
DRO


• Flatten the curve 

• Smooth is robust
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