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Combine the strengths of ERM and RO:
distributionally robust optimization (DRO)

Ioss/cost — uncertaln

»min E 10, &)
¢ 5NP p= Z> mln Sup [EPZ(Ha 5) (DRO)
mln Sup l(@ 5) - a Pef [Delage and Ye 2010, Scarf 1958]
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(9 % Find the worst-case distribution!
56 T Uncertainty set Problem of Moments

[Stieltjes, Hausdorff, Hamburger, ...] 5&-
Robustifies against a set of probability measures & (ambiguity set), e.q.,
« A can be a metric-ball centered at f’ e.d., using Wasserstein metric Tef .
[Esfahani&Kuhn’18, Zhao&Guan’18, Gao&Kleywegt’16, ...], sets in RKHSs [this paper]. ® .
* Relevance to machine learning: one can quantify the empirical mean ‘ P
convergence rate y(P, Py e) < €, €.9., [Tolstikhin et al.’17]. ° ¢

e Active research area. Also related to data-driven RO. .



Smooth is robust: Kernel DRO
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Theorem (Generalized variational duality). DRO (P) is

equivalent to solving

(D) min 6Z(f) subject to /(0, - ) < .
o.feH

0Z(f) is the support function, e.g., Epf + e|lf1l 5-

Geometric intuition
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Smoothness of / « Distributional robustness (« Size of #)
Intuition: flatten the curve, smooth is robust

Example. Uncertain least squares
minimize (0, &) := ||A(€) - 6 — b||5

Given historical samples 51, 52, ooy fN

o 1 2 3 4
perturbation A (test distribution)
Example. Neural network classification
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Conclusions

 Distributional shift is inevitable for machine
learning and Al.

* DRO is a principled tool for decision-making Jia-die Zhu

under distribution-shift based on RO. jzhu@tuebingen.mpg.de

 We have established a generalized duality

theorem for solving DRO with general Empirical Inference Department
ambiguity sets and IPM, with weak Max Planck Institute for Intelligent Systems

assumptions on the loss. TUbingen, Germany

 Maximizing w.r.t. a distribution — finding a
smooth function
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* Use universal RKHSs as dual spaces for
DRO

 Flatten the curve

. Smooth is robust AISTATS, April 2021
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